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Abstract— Due to an exponential growth in the
generation of textual data, the need for tools and
mechanisms for automatic summarization of documents
has become very critical. Text documents are titany
organization's day-to-day working and as such, long
documents often hamper trivial work. Therefore, an
automatic summarizer is vital towards reducing hama
effort. Text summarization is an important activitythe
analysis of a high volume text documents and iscatily

a major research topic in Natural Language Procegsi

It is the process of generation of the summarypfii text

by extracting the representative sentences frorm ithis
project, we present a novel technique for genegatime
summarization of domain specific text by using Sgima
Analysis for text summarization, which is a subskt
Natural Language Processing.

Keywords— NLP, Text summarization.

l. INTRODUCTION
Text summarization (or automatic summarizationjhis
creation of a shortened version of a text by a agemp
program. The product of this procedure still comsaihe
most important points of the original text and éngrally
referred to as an abstract or a summary. Broadhg o
distinguishes two approaches to text summarization:
extraction and abstraction. Extraction techniquesefy
copy information deemed to be most important by the
system to the summary, while abstraction involves
paraphrasing sections of the source document. nergé
abstraction can produce summaries that are more
condensed than extraction, but these programs are
considered much harder to develop. Both techniques
exploit the use of natural language processing cand/
statistical methods for generating summaries. Athd,
classical approaches to text summarization propdsed
Luhn et al have established the basis for the pligei of
text summarization techniques. The applicabilitytext
summarization is increasingly being exploited ire th
commercial sector, in areas of telecommunicaticlasa
mining, information retrieval, and in word procegsi
with high probability rates of success. In additimnits
wide range of applicability in the commercial secto
emerging areas of text summarization include meltia
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and multi-document summarization; however, there ha
been less work performed in meeting summarization.
Therefore, as for our initial basis for the Alaroject —
robotic partner for agile software engineering teaour
goal is to extend this applicability to the meetdmgmains
to produce high-quality meeting summaries.
accomplish our task in hand requires a text sunzatoin
tool. But, rather than developing our own tool, a
feasibility study was instigated to determine thecess
of making use of third party software. This in turn
required a product evaluation to be carried out.

The goal of this report is to capture the prodwet@ation
process in 4 distinct phases:

1) Preparation

2) Criteria establishment

3) Characterization, and

4) Testing

First and foremost, the preparation phase consifts
requirement analysis and product research thattifden
three feasible products (text summarization todls)}the
criteria establishment phase, evaluation criterie@ a
established for the two sub-criteria (characterisind
testing). While the characterization phase comprisk
the data collection for the criteria defined. Foled by
the evaluation experiment (or testing) performedttos
established testing criteria, as the final phasethaf
evaluation process. Furthermore, the discussiotiosec
discloses the results of the experiment and argvielip
work to be carried out.

To

I. LITERATURE REVIEW

Rasimet al proposed a system for automatic
summarization using the extractive methodology gisin
evolutionary algorithm. In their study, they propdsan
unsupervised document summarization method that
creates the summary by clustering and extracting
sentences from the original document[5]. On theeioth
hand,MandarMitra et al, from the department of cotap
science, in Cornell University proposed a similgstem

for text summarization but instead of using thetesece
extraction method proposed before, they use another
method based on paragraph extraction. In theirystiuely
used text traversal & text relation maps to gemerat

Page | 1812



International Journal of Advanced Engineering, Management and Science (IJAEMS)

Infogain Publication (Infogainpublication.com)

[Vol-2, Issue-10, Oct- 2016]
ISSN : 2454-1311

summaries[3].In 2014, M. S. Patil et al, suggested
summarization system based on several extractive te
summarization approaches, and on the Support-\fector
Machine(SVM). This system tries to improve the
performance and quality of the summary generatethéy
clustering technique by cascading it with SVM[6]n
HendrikBuist et al, deliberated the disclosure aoflia-
visual meeting recordings is a new challenging doma
studied by several large scale research projedisinpe
and the US. Automatic meeting summarization is ohe
the functionalities studied. They published a réjporthe
results of a feasibility study on a subtask, nantbly
summarization of meeting transcripts. The authors
concluded that the system produces fairly readable
summaries, and identified the bottleneck of theaesysto

be the lack of structure inmeetings, and relatetthigthe
absence of good features[8]. Josef Steinbergerl,et a
described a generic text summarization method which
used the latent semantic analysis technique totifgen
semantically important sentences and suggestechémo
evaluation methods based on LSA, which measure
content resemblance between an original documet an
its summary[1]. Jen-Yuan Yeh et al, used a tramabl
summarizer for summarization. A trainable summarize
considers several features such as position, pesiti
keyword, negative keyword, centrality, and the
resemblance to the title, to generate Summariegy Th
also proposed a second approach which used latent
semantic analysis (LSA) to derive the semantic imatf

a document and used semantic sentence represaritatio
construct a semantic text relationship map[11]. &on
Collobert et al, attempted to define a unified &ssture

for Natural Language Processing which learns featur
that are relevant to the tasks at hand given very

limitedprior knowledge. These tasks include Par-Of
Speech Tagging (POS), Chunking, Named Entity
Recognition (NER), Semantic Role Labeling (SRL),
Language Models and Semantically Related Words
(“Synonyms”)  [9]. Dipanjan Das et al, explored few
approaches in the areas of single and multiple mhect
summarization and gave special emphasis to embpirica
methods and extractive techniques[4]. Recently, yHov
and Lin devised a multilingual automatic summaroat
system called SUMMARIST which summarizes text
documents using Information Retrieval & statistical
techniques, but at the time of writing this reviavet all

the modules of SUMMARIST were performing
optimally[10]. In 2016, Dr.A.Jaya et al, studiedeth
various  techniques available for  abstractive
summarization and put forward the fact that vettleli
work is available in abstractive summary field aflian
languages. They also described the various works
currently available in Indian languages [2]. Thelgufehe
report published by Michael Ji [7] was to captuhe t
product evaluation process in 4 distinct phaseg: (1
preparation, 2) criteria establishment, 3)
characterization, and (4) testing. First and forstnthe
preparation phase consisted of requirement anahysis
product research that identified three feasibledpects
(text summarization tools). In the criteria estsithent
phase, evaluation criteria were established for tthe
sub-criteria  (characteristic and testing). Whilee th
characterization phase comprised of the data dwmilec
for the criteria defined. It was followed by theadyation
experiment (or testing) performed on the estabtishe
testing criteria, as the final phase of the evabwmat
process.Table 1 below gives the comparison of uario
researches done for text summarization.

Table.1: Comparison Table

Paper Title Authors Technology Used Remarks Extracdve/
Abstractive

Evolutionary RasimAlguliev, Sentence Based Uses the usual extractive| Extractive
Algorithm for RamizAliguliyew | Extractive method of sentence
Extractive Text Document extraction with an
Summarization summarization algorithm that moulds

itself to every document tp

give the best summary

possible
Automatic Text MandarMitra, Paragraph Expands on the sentence| Extractive
Summarization By| AmitSinghal, Extraction extraction technique by
Paragraph Chris Buckley implementing a more
Extraction generalised technique
A Hybrid M. S. Patil, M. S. | Machine Learning | Implements a machine Extractive
Approach for Bewoor, S. H. and learning algorithm to the
Extractive Patil Clustering summarizing system
Document Technique which trains the system
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Summarization
Using Machine
Learning and

everytime a document is
given to it so that the
summary is better each

Techniques in
Indian Languages

Clustering time
Technique
Automatic Anne Maximum Provides a novel way of | Extractive
Summarization of | HendrikBuist, Entropy based summarizing documents
Meeting Data: A | Wessel Kraaij and| extractive which are a record of
Feasibility Study | Stephan summarization meetings.

Raaijmakers
Using Latent Josef Steinberger,| Latent Semantic In-depth paper on Abstractive
Semantic Analysis| KarelJezek Analysis semantic analysis for text|
in Text summarization which alsg
Summarization proposes evaluation
and Summary methods for summary
Evaluation accuracy
Text Jen-Yuan Yeh, Latent Semantic Adds T.R.M to an existing Abstractive
summarization Hao-RenKe, Wei- | Analysis + Text LSA text summarizer to
using a trainable | Pang Yang, I- Relationship improve the accuracy with
summarizer and | HengMeng Mapping minimal training
latent semantic
analysis
A Survey on Dipanjan Das, - Looks at extractive and | -
Automatic Text Andre F.T. abstractive summaries and
Summarization Martins evaluates both.
A Study on Sunitha C., Dr. A. | Semantic Graph Studies on summaries | Abstractive
Abstractive Jaya, Amal based on indian languages
Summarization Ganesh are very few, and this

paper is highly
informative for the same

Automated Text Edward Hovy,

So far one of the most Extractive

Summarization Chin-Yew Lin successful extractive
And the summarizers, with suppoft
SUMMARIST for 5 languages and
System available for students to
study
M. DISCUSSION V. PROPOSED SYSTEM

As per our research, it is quite evident that etiva
based summarizing implementations have had a greate
deal of success than abstractive based. Howeven ev
though the implementations within the bounds of the
domains to which the studies have been restrictag: h
been successful, they are still not as accurateoatd be
expected to a normal user of that system. As fathas
research on abstractive summarization is considered
successful implementations are a rarity, though the
research conducted on it, at least theoreticailyygs that

if a successful implementation is attained, the reany
generated will make more sense than the summary fro
an extraction based summary.
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The proposed system as shown in figure 1 uses taten
Semantic Analysis [1] to summarize documents from t
user. The user inputs a document to the summarizer
(denoted by dashed box) which has classes derrosad f
the NLP libraries implemented on it. These classesa
collection of semantic rules (which allows the systto
group the content using world knowledge) and
dictionaries, which aid in the semantic analysid &vD
phases in the summarizer. The input document & fir
parsed or pre-processed, wherein there is a renaifval
unneeded words such as ‘stop words’ which are simpl
small function words, like “the”, “and”, “a”, whicdo not
contribute meaning to the text summary. The negesis
the generation of a Singular Value Decompositiovil§
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matrix, which is a m x n matrix, where m is theatot
number of terms in the original text and n is thenber
of sentences in the original text. The SVD Analystege
derives the latent semantic structure from the dwmnt
represented by matrix A. Finally in the summarizati

process, the system arranges the sentences geinkecate
the SVD Analysis stage by semantically placing thera
way that the summary encompasses all the concétite o
original text. The final summary is then given backhe
user.

Rules

Dictionary

Generation of terms by

Arranging of Sentences
from the final SVD Matrix

Input
Document

Parsing

sentences matrix

Analysis of SVD
Matrix

Surmmary

Fig.1: Proposed System

V. IMPLEMENTATION
The below given is the code for implementation afdnt
Semantic Analysis (LSA) using Python library.
/limplementataion of LSA in Python

# coding: utf-8

importnumpy as np

frombaseclass import BaseSummarizer
fromscipy.sparse.linalg import svds

from warnings import warn
classBaseLsaSummarizer(BaseSummarizer):
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This is an abstract base class for summarizeng the
LSA method.

@classmethod
def _svd(cls, matrix, num_concepts=5):
Perform singular value decomposition for
dimensionality reduction of the input matrix.
u, s, v = svds(matrix, k=num_concepts)
returnu, s, v
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@classmethod

def _validate_num_topics(cls, topics, sentences):

# Determine the number of "linearly indegemnt"
sentences

# This gives us an estimate for the ranthefmatrix
for which we will compute SVD
sentences_set = set([frozenset(sentence.splitft "))
sentence in sentences])
est_matrix_rank = len(sentences_set)

ifest_matrix_rank<= 1:
raiseSvdRankException('The sentence matrix does not
have sufficient rank to compute SVD")

if topics >est_matrix_rank - 1:
warn(

"The parameter "topics" must be <=
rank(sentence_matrix) - 1 to avoid rank '

‘deficiency in the SVD computatidie
number of topics has been adjusted '

'to equal rank(sentence_matrixput this
could result in a poor summary.',

Warning

)

topics = est_matrix_rank - 1

return topics
classSvdRankException(Exception):

pass
classLsaSteinberger(BaseLsaSummarizer):

def summarize(self, text, topics=4, length=5,
binary_matrix=True, topic_sigma_threshold=0.5):

Implements the method of latent semantidyesis
described by Steinberger and Jezek in the paper:

J. Steinberger and K. Jezek (2004). Usatgnit
semantic analysis in text summarization and summary
evaluation.

Proc. ISIM '04, pp. 93-100.
param text: a string of text to be summarizedh pata
text file, or URL starting with http
:param topics: the number of topics/concepts calvare
the input text (defines the degree of
dimensionality reduction in the SVD step)

:param length: the length of the output summaryegia
number of sentences (e.g. 5) or a percentage

of the original document (e.g. 0.5)
:parambinary_matrix: boolean value indicating wieeth
the matrix of word counts should be binary

(True by default)
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:paramtopic_sigma_threshold: filters out topicsfepts
with a singular value less than this

percentage of the largest singular value (mustdbeden
0 and 1, 0.5 by default)

:return: list of sentences for the summary

text = self._parse_input(text)

sentences, unprocessed_sentences =
self._tokenizer.tokenize_sentences(text)

length = self._parse_summary_length(length,
len(sentences))

if length == len(sentences):
returnunprocessed_sentences

topics = self._validate_num_topics(topics, sentspce

# Generate a matrix of terms that appeaaih
sentence
weighting = 'binary' if binary_matrix else 'frequsnh
sentence_matrix = self._compute_matrix(sentences,
weighting=weighting)
sentence_matrix = sentence_matrix.transpose()

# Filter out negatives in the sparse mdtreed to do
this on Vt for LSA method):
sentence_matrix =
sentence_matrix.multiply(sentence_matrix> 0)

s, U, v = self._svd(sentence_matrix,
num_concepts=topics)

# Only consider topics/concepts whose dargu
values are half of the largest singular value
if 1 <= topic_sigma_threshold< 0:
raiseValueError('Parameter topic_sigma_thresholgtmu
take a value between 0 and 1)
sigma_threshold = max(u) * topic_sigma_threshold
u[u <sigma_threshold] = 0 # Set all other singutdues
to zero

# Build a "length vector" containing thedgh (i.e.
saliency) of each sentence
saliency_vec = np.dot(np.square(u), np.square(v))

top_sentences = saliency_vec.argsort()[-lengtkt][::
# Return the sentences in the order in lwthiey
appear in the document

top_sentences.sort()

return [unprocessed_sentences]i] for i in top_se@s]
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User End Script for Summarizing txt file
# coding=utf-8
frompytldr.summarize.lsa import LsaSteinberger

if _name__ =="_ main__ "
demo = open('demo.txt’, 'r")
txt = demo.read()

Isa_s = LsaSteinberger()

print \n\nLSA Steinberger:\n'
summary = Isa_s.summarize(txt, length=0.5,
binary_matrix=True, topics=5,
topic_sigma_threshold=0.8)
for sentence in summary:

print sentence

VI RESULTS
In this section, we show the result of summarizatid
the text document using the Latent Semantic Analysi
Summarizer in Python.

Original Text

In a no-holds-barred email to the board seen b\BBE,
Cyrus Mistry says he had become a "lame duck"
chairman and alleges constant interference, inatugi
being asked to sign off on deals he knew littleubo
He also warned the company risks huge writedoyns
across the business.

Tata said it currently had no response to the allegs.
The Bombay Stock Exchange has sought clarificajion
from Tata on the contents of Mr Mistry's letter.
Tata Sons, the holding company of Tata Group,
unexpectedly replaced Mr Mistry with his predecegso
Ratan Tata on Monday, giving no explanation or itketa
about its decision.

But analysts say there was a clash over strateigly,tihhe
Tata family unhappy at Mr Mistry's policy of lookjrto
sell off parts of the business - including Tatalsdpean
steel business - rather than holding on to assets|a
extending the firm's global reach.

Whatever the reasons, Mr Mistry has come out fight
In his blistering five-page attack, he wrote thaz¢ board
had "not covered itself with glory" and that theume of
his dismissal had done "immeasurable harm" to bh
own reputation and that of the firm.
And he said that when he moved from being a rfon-
executive director to chairman in 2012, he did 'imate a
clear grasp of the gravity" of problems he had ritbd.
While saying that he did not want to "air a launtisy’,
Mr Mistry went on to unleash a brutal assessmenj of
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many aspects of the business, warning the firm faagl
1.18 trillion rupees ($18bn) in writedowns becaldse
because of five unprofitable businesses he infterite
Issues he raised included:

Huge debts from many of its foreign investmepts
including hotels, its chemicals business in the bid
Kenya, and steel operations in Europe.

A telecoms business that is "continuously haemgjrtgl
money as well as facing a fine of at least $1bn

Tata Power struggling because of underestimatirg ko
prices, and getting into clashes with local landersn

Mr Mistry said there was no sign of profitabilityn adhe
Tata Nano project - which had been launched as]the
world's cheapest car - and criticised a failuréat® up to
the reality of its consistently losing money.

"Any turnaround strategy for the company requireq t
shut it down. Emotional reasons alone have keptvwesy
from that crucial decision," he said.

Tata's foray into the aviation sector was alsoicisid,
with Mr Mistry suggesting he signed up to joint taes
under pressure from the former chairman.

He claimed he was asked by Ratan Tata to sign| off
quickly on a tie-up with Malaysia's Air Asia to ate Air
Asia India and that "my pushback was hard butdUtil
And he wrote that Tata's 51% stake in Vistara eature
between Tata and Singapore Airlines - was alsaddi
upon on him "without the benefit of time and expade
to fully evaluate the proposal”.

Cyrus Mistry had been hand-picked as a successgr to
Ratan Tata as the second chairman from outsidé& ate
family and with high hopes that he would be thenhtify
man to steer the company.

He was the sixth chairman in Tata's 148-year hjsamd
the first chairman in nearly 80 years to come fiautside
the Tata family.

But Mr Mistry did not come into the job cold. Hiarhily
has been a major Tata investor since the 1930s
controls companies holding 18% of Tata Sons.

And he knows the family well, not least becausehisf
sister's marriage to Ratan Tata's half-brother|Noe

o7

and

Summarized Text

In a no-holds-barred email to the board seen b\BBE,
Cyrus Mistry says he had become a "lame duck"
chairman and alleges constant interference, inetugli
being asked to sign off on deals he knew littletdbo
Tata Sons, the holding company of Tata Group,
unexpectedly replaced Mr Mistry with his predecegso
Ratan Tata on Monday, giving no explanation or itketa
about its decision.

But analysts say there was a clash over strateitly,the
Tata family unhappy at Mr Mistry's policy of lookjrto
sell off parts of the business - including Tatalsdpean
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steel business - rather than holding on to assets|a
extending the firm's global reach.

While saying that he did not want to "air a launtisy",
Mr Mistry went on to unleash a brutal assessmenj of
many aspects of the business, warning the firm faeg
1.18 trillion rupees ($18bn) in writedowns becaokéve
unprofitable businesses he inherited.

Mr Mistry said there was no sign of profitabilityh dhe
Tata Nano project - which had been launched as|the
world's cheapest car - and criticised a failuréatze up to
the reality of its consistently losing money.

Cyrus Mistry had been hand-picked as a success@r to
Ratan Tata as the second chairman from outsid& dtee
family and with high hopes that he would be thehtig)
man to steer the company.

VII. CONCLUSION
Text summarization is one of the major problemshia
field of Natural Language Processing, and yet ievsn
after years of research and implementations, frawith
complications. However, there have been some major
breakthroughs in the past, such as Columbia Urity&s's
Multigen (1999) and Copy and Paste (1999), and WSC’
ISI Summarist. Many different methods were used to
arrive at the final summary, whether that summaas w
abstractive or extractive. Methods such as Deep
Understanding, = Sentence Extraction, Paragraph
Extraction, Machine Learning, and even some which
employ all these methods along with Traditional NLP
Technigues(Semantic Analysis, etc.). As such, kegepi
these accomplishments in mind, there is still ample
amount of research left in the domain of Text
Summarization, as a meaningful summary is stifiaift
to attain in all domains and languages.
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